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Aims: Due to population growth and the increase of demand for industrial and agricultural
products, many tropical regions of Iran have experienced landscape changes. Satellite imagery
and remote sensing (RS) are widely used to map these changes. The present study detects the
land use/land cover (LULC) using some pixel-based and object-based classification approaches.
Method: This research was conducted in the Jiroft area, Kerman Province, using Landsat-8
satellite images and some pixel-based and object-based image analyzing methods known as
the PBIA and OBIA. To this end, the methodology was carried out in two different phases. At
the first one, the LULC maps were extracted using some PBIA techniques for September 2020.
These techniques are including as Mahalanobis distance (MD), maximum likelihood (ML),
neural network (NN), support vector machine (SVM) as well as unsupervised technique of
ISODATA. In the second phase, the LULC was produced using the OBIA approach, encompassing
the multi-resolution method and decision tree (DT) technique for segmentation and
classification, respectively. To this end, using a hybrid methodology, the high-resolution images
of Worldview-2 were firstly segmented. The segmented objects were later combined with
the 7-month time series of NDVI, from October (2020) to April (2021), to find the necessary
thresholds as the DT inputs. In this regard, the pre-processed Landsat images were trained
using ground control points (GCPs), and their performances were finally evaluated.
Findings: Results of the LULC maps demonstrated that the kappa coefficient and overall accuracy
for ISODATA, MD, ML, NN, and SVM methods were calculated to be (51%, 66%), (81%, 86%),
(88%, 91%), (90%, 93%) and (88% and 92%), respectively. The outcomes of the second phase
for mapping the LULC showed that the OBIA achieved a high overall accuracy of about 96%.
Conclusion: Results showed that among the PBIA techniques, the NN and SVM classifiers had
slightly superior performance, but regarding both accuracy and execution time, the ML is known to
be the best. Although both PBIA and OBIA approaches are highly applicable in mapping LULC, the
OBIA significantly outperformed the PBIA classifiers by higher overall accuracy and Kappa statistics.

Keywords: Land cover/Land use; Neural Network; pixel/object-based classifiers.
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Introduction

In recent years, the population growth and
the increase of demand for water and agri-
cultural products, urbanization, and indus-
trialization have changed the land use (LU)
and land cover (LC), LULC together, in Iran.
As the impacts of LULC changes on climate
conditions, carbon dynamics, biodiversity,
and hydrology have been recognized, detect-
ing and monitoring such transformations
have become increasingly important [,
LULC refers to the actual surface cover for
a given location (e.g., vegetation type and
mine structure). Remote sensing (RS) is an
effective tool that can be used for producing
LULC maps with acceptable accuracy and
precision in large areas. RS-based data have
a long history of deriving LULC maps, even
before the launch of the 1st Landsat plat-
form in 1972. Aerial photography served as
a primary source of information on LULC be-
fore the availability of satellite imagery 2.
Image classification is the most common-
ly applied approach in deriving spatially
distributed maps of LULC. Many research-
ers have employed and evaluated various
methods to extract LULC maps based on
the RS techniques and satellite images.
Among these, pixel-based image analysis
(PBIA) and object-based image analysis
(OBIA) approaches have been widely used.
PBIA technique is often used to extract and
classify features according to their spec-
tral information. However, the pixels in the
overlapping areas will be misclassified due
to confusion among the classes. The OBIA
approaches use spatial, geometric, and to-
pological information and spectral infor-
mation in the classification process B-°.
The PBIA methods can be further divided
into unsupervised and supervised classi-
fication approaches 8. The unsupervised
methods do not require prior knowledge of
LULC types before classification, and the in-
terpreter is responsible for assigning a class

to each cluster of pixels. The unsupervised
classification was developed first through
different clustering methods such as
K-means and Interactive Self-Organization
Data analysis (ISODATA). The supervised ap-
proaches use the training samples that are
directly taken from the imagery to be clas-
sified. They finally group the spectrally sim-
ilar pixels of a satellite image using various
statistical techniques. In addition, decision
tree classifiers (known as knowledge-based
image classification methods) are a flow-
chart-like tree structure where an internal
node represents a feature (or attribute), the
branch represents a decision rule, and each
leaf node represents the outcome. 5914,
Several studies have employed PBIA and
OBIA for LULC and crop type mapping. For
example, Weih and Riggan [°! applied the
10m SPOT5 imagery and 1m resolution aeri-
al photography for supervised LULC classifi-
ers. They showed that merging medium, and
high spatial resolution imagery significantly
enhanced the results of the classification.
Alganci et al. "% investigated the accuracy of
PBIA and OBIA techniques across varying
spatial resolutions to identify crop types.
They used Multi-sensor data with spatial
resolutions of 2.5m, 5m, and 10m from
SPOT-5 and 30m from Landsat-5 TM. Maxi-
mum likelihood (ML), spectral angle mapper
(SAM), and support vector machines (SVM)
were used in their research. They showed
that SVM is effective for agricultural classi-
fication. Myburgh and Van Niekerk ' found
that SVM is a cost-effective solution for map-
ping the LULC over large areas. Zheng et al.
(18] jnvestigated the potential of SVM in dis-
criminating various crop types in a com-
plex cropping system. They applied SVMs
to Landsat time-series normalized differ-
ence vegetation index (NDVI) data. Results
showed that the SVM effectively classified
nine major crop types with overall accura-
cies of >86%.



Gilbertson et al. B evaluated the potential
of pan-sharpened Landsat-8 images cover-
ing the phenological stages of seven major
crops to differentiate them in South Africa.
They employed some PBIA/OBIA classifi-
ers like k-nearest neighbor (k-NN), decision
trees (DTs), SVM, and random forests (RF).
Results showed that the SVM consistently
produced superior results while compared
to the other classifiers. Berhane et al. !
compared PBIA and OBIA techniques to
classify wetlands. They employed different
classification approaches such as ISODATA,
maximum likelihood (ML), and RF. Results
showed that RF and OBIA had the highest
accuracy.

Jiroft area is located downstream of Jiroft
Dam. Due to its accessible water resources,
fertile soil, and humid weather conditions.
Therefore, many regions of this tropical
county have experienced landscape chang-
es in recent years. This study aims to detect
these LULC using both pixel-based and ob-
ject-based classification approaches. To this
end, using some Landsat-8 satellite images
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and ground control points (GCPs), the PBIA
techniques were executed, and the accuracy
indices were calculated. Regarding accuracy
and execution time, the best PBIA classifier
was chosen to be compared with those of the
OBIA approach. Next, the material and two-
phase methodology of this study and the sta-
tistical analysis used for results evaluations
are detailed.

Material and Methods

Description of Study Area

The present study was conducted for the Ji-
roft area, known as the third-order sub-ba-
sin of Iran, located south of Kerman Prov-
ince. It is extending between the latitudes
2914° 26"N to 2812° 01”N and the longi-
tudes 57°12’ 40”E to 5815° 27”E. Having an
area of 5413 (km?) and the averaged altitude
of 1200 meters (ASL), it covers most of the
vast Jiroft plain (Figure 1).

The north-eastern part of this region is
mountainous and cold, whereas Jiroft and its
surrounding plains have a tropical climate.
Rainfall ranges from 200 to 460 mm and
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Figure 1) Location of the Jiroft region in Kerman Province, southeast of Iran.



occurs mainly from January through April.
Jiroft region has a total agricultural area of
14200ha, with a very diverse cropping pat-
tern. Agricultural productivity is the founda-
tion of developing economies in this region.
This area produces a wide range of crops
(e.g., wheat, barley, Alfalfa, potato, onion, to-
mato, corn, cereal, and summer crops) and
orchards (Citrus, Date palm).

Data Collection

In order to detect the LULC maps at the first
phase of this paper, the Landsat-8 imagery
data for the Jiroft area was taken from USGS
(https://earthexplorer.usgs.gov) including
the OLI sensor for September 2020. In the
second phase, to detect the LULC maps and
compare the OBIA outcomes with the best
PBIA classifiers, seven Landsat-8 images for
the area were taken. The spectral informa-
tion of these images for October-December
(2020) and January-April (2021) was uti-
lized for LULC classification. The field sur-
veys for collecting the GCPs were carried out
in September 2020 and March 2021.
Image Pre-processing

Pre-processing involves geometric and ra-
diometric calibration. Geometric calibration
corrects for the angle of view of the satellite
sensor, the relief of the terrain, and lens dis-
tortions so that images from different sen-
sors at different times can be compared in
the same way as maps made using the same
projection and scale can be compared. Ra-
diometric calibration is needed because the
appearance of the same image varies with
the angle of view and illumination condi-
tions.

- Radiometric Calibration: There are two
types of radiometric corrections of satellite
images, namely absolute or relative ones.
These two methods are usually applied to
the images in order to decrease the atmo-
spheric dispersion effects. The first method
requires a data entry related to atmospheric
properties and sensor calibration. However,

in the second one, the dark object subtrac-
tion method is used 2%,

- Images Pan-Sharpening: Pan-Sharpen-
ing is the process of fusing lower resolution
multispectral data with higher resolution
panchromatic imagery. This technique often
provides a solution to increase the spatial
detail of medium resolution of Landsat-8 im-
agery data [?!. Pan-Sharpening, also known
as pan-fusion, has been shown as an effec-
tive tool for visual enhancements of imagery
(221 and quantitative analyses like land cover
mapping 2.

In this research, a Gram-Schmidt pan-sharpen-
ing method was used to combine the superi-
or spatial resolution of the 15m panchromat-
ic bands with the spectral information of the
lower resolution multispectral bands of Land-
sat-8 imagery, i.e,, 30m optical bands of OLIL.
LULC mapping using PBIA and OBIA ap-
proaches

In our study, some PBIA classifiers such as
MD, ML, NN, and SVM, and OBIA techniques
were employed in addition to ISODATA un-
supervised technique. A summary of the
methodology adopted in the study is illus-
trated in Figure 2.

As illustrated in Figure 2, at the first phase
of the current study, the LULC maps for Sep-
tember 2020 were generated using some
PBIA techniques using Landsat-8 satellite
images. At the second phase, a high-resolu-
tion Worldview-2 image combined with the
seven-month time series of Landsat-8 imag-
es was used for OBIA evaluation.
Pixel-based image analysis (PBIA)

The PBIA classification relies on the spectral
differences between the various phenomena
on different spectral bands. So, it does not
mean that every phenomenon is distinguish-
able on any particular band * 51, A brief de-
scription of the PBIA classifiers used in our
study is presented below.

- ISODATA: This technique is the most com-
mon unsupervised satellite classification
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Figure 2) A schematic of the methodology, including PBIA and OBIA, approaches.

method, which creates a predefined number
of unlabeled classes. Later meaningful la-
bels are assigned to them. Using the ISODA-
TA method, the software finds the spectral
classes or clusters in the multi-band image
without the analyst’s intervention. Once the
clusters are determined, then identifying
what the cluster will represent is next, e.g.,
water, soil, and vegetation 11141,

- Mahalanobis Distance (MD): This meth-
od is very similar to the minimum distance
method. It uses statistics of the covariance
matrix for satellite image classification. In
the minimum distance approach, the mean
spectra of each predefined class are calculat-
ed and assigned the pixel to a group that has
the least distance to the mean. It is easy to
execute and simple to process. However, the
minimum distance method considers only
the mean value.

- Maximum Likelihood (ML): ML was built
on the assumption that spectral reflectance

statistics of each band possess a normal dis-
tribution in the n-dimensional image. This
method calculates the probability that each
pixel in the image space fits best in any can-
didate classes in the sample space constitut-
ed by training sites 1,

- Neural Network (NN): This technique
simulates the human learning process to as-
sociate the correct meaningful labels with
image pixels. The advantage of NN-based
satellite image classification techniques is
easy to incorporate supplementary data in
the classification process and improves clas-
sification accuracy 4.

- Support Vector Machine (SVM): SVM
is a non-parametric statistical classifica-
tion method. It works on the assumption
that there is no information on how to dis-
tribute the overall data. The fundamental
of the SVM is to map the original data into
a higher dimensional feature space by Ker-
nel functions. Its analysis attempts to find a



1-dimensional hyperplane (i.e., a line) that
separates the cases based on their target
categories. It reduces satellite classification
costs, increases speed, and improves accu-
racy. In the classification process, all pixels
in the entire object are assigned to the same
class, thus removing the problem of spectral
variability and mixed pixels 17 25,
Object-based image analysis (OBIA)

The OBIA typically consists of two process-
es of segmentation and classification. In this
approach, the image information is assessed
based on neighboring groups of pixels which
spatially have a certain degree of spatial and
spectral similarities rather than individual
pixels. In the image segmentation stage, an
image is split into separate regions or ob-
jects depending on the mentioned similari-
ties. Through the classification, similar seg-
mented areas are combined to produce the
final LULC maps 710,15,

- Multi-resolution segmentation

In the current study, we utilized the multi-res-
olution segmentation algorithm available in
eCognition developer commercial software.
This algorithm encompasses a bottom-up
region-merging process in which a satellite
image is subdivided into homogeneous areas
according to several defined parameters by
the operator. These parameters include band
scale, color, shape, weights, smoothness, and
compactness. The heterogeneity of the ob-
jects becomes more by an increase of the scale
parameter. In addition, the shape-color het-
erogeneities within a determined scale have
an impact on segmentation. In this regard, in-
creased heterogeneity in the multi-resolution
segmentation is a function of the weighted
spectral and shape heterogeneities. Spectral
heterogeneity is a standard deviation func-
tion depending on the band value and number
of pixels in a merged object. The heterogene-
ity of the shape parameter is also a function
of both object smoothness and compactness.
The shape criterion can be given a value of up

to 0.9. This ratio determines to what degree
shape influences the segmentation compared
to color. In the same way, the value assigned
for compactness gives it a relative weighting
against the smoothness. (615 26281,

- Decision tree (DT) classifier: A DT is a
classification method that is also known as a
recursive partition of the instance space. It is
a common method in data mining that utiliz-
es a series of decisions to segment the data
into homogeneous objects. DT model looks
like a tree with branches encompassing a lot
of splits and nodes. The goal of DT is to de-
termine a set of if-then logical conditions to
create a model for estimating the value of a
target variable based on several input vari-
ables. A tree can be trained by splitting the
source set into subsets based on an attribute
value test named threshold. This process is
repeated recursively for each derived sub-
set. This recursion partitioning is completed
when the subset at a node has the same val-
ue as the target variable 26 28],

Accuracy Assessment Indices

The classification methods require inputs
from an analyst, known as the training and
testing data, and are used for accuracy assess-
ment. The final step in LULC classification is
accuracy assessment, which helps us verify
our results’ accuracy. It is calculated based
on the confusion matrix, whose elements are
based on the ground control points (GCPs).
The GCPs are taken from a field survey and
often taken by a GPS receiver.

- Overall Accuracy (0A): is a measure of
accuracy for the whole image across all cat-
egories. For calculating OA, a total number
of correctly classified pixels (diagonal ele-
ments) are divided by the total number of
test pixels.

- Kappa Coefficient (K): Kappa essentially
evaluates how well the classification per-
formed compared to just randomly assign-
ing values, i.e., did better than random. The
Kappa Coefficient ranges between > 1, A val-



ue of 0 demonstrates that the classification
is no better than a random classification. A
value close to 1 indicates that the classifica-
tion is significantly better than random.

- User’s Accuracy (UA): The UA is the num-
ber of correctly classified pixels in each cat-
egory divided by the total number of classi-
fied pixels in that category. The User’s Accu-
racy is a complement of the Commission Er-
ror, User’s Accuracy = 1-Commission Error.
- Producer’s Accuracy (PA): PA is the num-
ber of correctly classified pixels in each cate-
gory divided by the total number of classi-
fied pixels in that category.

- Commission errors (CE): Errors of com-
mission occur when a classification proce-
dure assigns pixels to a class that does not
belong. In other words, it indicates the land
area of a class that does not belong to that
class.

- Omission error (OE) concerns the classi-
fied results and refers to the reference sites
omitted from the correct class in the classi-
fied map. In other words, the OE indicates
the land area of a class that belongs to an-
other class 26:39],

Findings

Classification based on PBIA approach
As mentioned previously, at the first phase
of the current study, the LULC maps for Sep-
tember 2020 were generated using some
PBIA techniques. In this regard, the opti-
cal bands of Landsat-8 satellite image were
firstly calibrated, and the Gram-Schmidt
pan-sharpening method was then employed
to combine the superior spatial resolution of
the 15m panchromatic bands with the spec-
tral information of the lower resolution mul-
tispectral bands of Landsat-8 imagery, i.e,
30m optical bands of OLI.

In order to perform the PBIA techniques and
evaluate their results, the GCPs of Jiroft is re-
quired. In this regard, before conducting any
field survey, a preliminary map of LULC was

prepared. So, an unsupervised classification
method, i.e, the ISODATA clustering tech-
nique, was firstly performed on the image
to classify the image into five different class-
es. The maximum number of iterations and
the convergence threshold of ISODATA were
set to 15 and 0.95, respectively. A thematic
raster layer was finally generated using this
technique while running ENVI (Figure 3a).
As a result, five classes of the orchard, agri-
culture, waterbody, rock, and barren lands
were identified by ISODATA so that its kappa
coefficient and overall accuracy were equal-
ing to 51% and 66%, respectively. Using this
initial map, the exact location of GCPs was
determined (Figure 3a), and the LULC maps
were produced based on these classes (Fig-
ure 3b). It should be noted that both resi-
dential and arable lands were considered to-
gether, and they were classified as a unique
class under the name of “barren lands”.
During the field survey, a suitable distribu-
tion of 1300 GCPs was collected, choosing
about 800 points for training and remain-
ing for accuracy assessment. The PBIA tech-
niques including MD, ML, NN, and SVM were
firstly trained and then tested using GCPs.
The results of these techniques calculated
based on the confusion matrix have been
presented in Table 1.

According to Table 1, the NN method slightly
outperformed the other classifiers by overall
accuracy and kappa coefficient of 93% and
90%, respectively. After the NN technique,
the SVM method with the OA and K coeffi-
cients of 92% and 88% has the best perfor-
mance, respectively. After that, the SVM and
ML classifiers with the overall accuracy and
kappa coefficient of (92%, 88%) and (91%,
87%) were respectively, in the second,
third-order, and MD performed the worst.
Although the NN and SVM were slightly bet-
ter than ML, their execution time was too-
long in our case study. As a result, the ML
is the best PBIA classifier and was recom-
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Figure 3) Location of GCPs, OLI false-color composite: R:6, G: 5, B:4. (a); LULC by ISODATA (b).

mended for accuracy and timely execution
in the second phase.

Classification based on OBIA approach
As mentioned before, at the second phase
of this study, the OBIA approach and the
best PBIA classifier (i.e., ML) were utilized
to derive the LULC maps. For this aim, the
high-resolution satellite image of World-
view-2 with the resolution of about 1m x1m,
covering the whole area of Jiroft county, was
first acquired. So, a total number of 11 re-
sized scenes were collected (Figure 4a). A
multi-resolution segmentation algorithm
then carried out the segmentation proce-
dure. This procedure was generally man-
aged by assigning an appropriate value of
three main factors: scale, shape, and com-
pactness. So, the best scale, shape, and com-
pactness parameters for orchard and agri-
cultural areas were assessed as 170, 0.6, and
0.1, respectively.

The seven-month time series of Land-
sat-8 images for 2020 (October-December)
and 2021 (January-April) were secondly

pre-processed, and the medium-resolution
time series of NDVI was later generated us-
ing the pan-sharpened imagery. Figure 4a
illustrates the location of 11 high-resolution
scenes and the role of the scale parameter in
finding the best segmentation parameters.
As shown in Figures 4b and 4c, the best value
of the scale was assessed as 170, while the
other segmentation parameters remained
constant. With this scale, the objects are cre-
ated as similar to the crop fields. For the rest
of the region with broad rangelands, bar-
ren lands, residential areas, mountains, and
rocks, called non-agricultural areas, the best
scale, shape, and compactness parameters
were assessed as 1000, 0.6, and 0.1, respec-
tively. The accuracy of segmentation was fi-
nally investigated using trail-error based on
the visual evaluation.

Having segmented the images, the DT was
afterward implemented to classify the LULC.
In order to differentiate wide ranges of
LULCs, some NDVI thresholds were chosen
for both agricultural and non-agricultural



Figure 4) Illustration of 11 high-resolution and resized scenes for OBIA approach (a),

(a)

(b)

Scale=200, Shape=0.6,Compact=0.1

(c)

Scale=170, Shape=0.6, Compact=0.1

partial segmentation output of multi-resolution approach at the scale of 200(b) and 170 (c).

Table 1) The accuracy indices were calculated from the confusion matrix for Jiroft LULC classification.

Accuracy Indices

Classifiers

MD

ML

NN

SVM

Class

Orchard
Agriculture
Water Body

Rock
Barren lands

Orchard
Agriculture
Water Body

Rock
Barren lands

Orchard
Agriculture
Water Body

Rock
Barren lands

Orchard
Agriculture
Water Body

Rock

Barren lands

0A(%)

86

91

93

92

K(%)

81

87

90

88

UA(%)

98.2
42.3
100.0
86.1
86.4
97.8
53.1
100.0
90.3
92.5
94.7
50.8
100.0
90.3
96.6
92.8
61.2
100.0
93.9
88.6

PA(%)

81.7
82.5
99.4
90.2
81.8
87.8
88.1
99.6
99.4
86.7
89.2
66.0
99.7
97.5
90.1
94.0
55.8
99.4
90.6
92.7

CE(%)

1.8
56.8
0.0
13.9
13.6
2.2
46.9
0.0
9.7
7.5
53
49.2
0.0
7.7
3.4
7.2
38.9
0.0
6.1
11.4

OE (%)
18.3
17.5
0.6
9.8
18.2
12.2
11.9
0.4
5.6
13.3
10.8
34.0
0.3
2.5
9.9
6.0
44.2
0.6
9.4
7.3




areas. The time series of NDVI for the years
2020 (October-December) and 2021 (Janu-
ary-April) were generated to set up the tem-
poral characteristic of each segmented ob-
ject. The NDVI time series were subsequent-
ly combined with cultivation data to extract
the thresholds for the DT technique.

To design and evaluate the DT model, among
700 GCPs, collected from the field surveys
in September 2020 and March 2021, about
70% and 30% were chosen as the training
and testing samples, respectively. To train
DTs, the average and standard deviation of
NDVI for each segmented object were calcu-
lated, and the NDVI thresholds for different
classes of LULC were finally extracted. These
thresholds are essential for writing the if-
then conditional statements (rules). The
rules of the 9™ scene of the case study are
stated as below (Figure 5).

- Through the first rule, the orchard, agri-
cultural land, and rangeland classes were
separated using a 7-month average of NDVI
by selecting 0.1 as the threshold. So the NDVI
<0.1 was assigned to the “barren lands” class.
— Next, the threshold of 0.3 and 0.27 for the
7-month average of NDVI and the NDVI value
for October 2020 were respectively chosen
to differentiate orchards from agricultural
areas and rangeland classes.

- After separating the land-uses as men-
tioned above, rangelands and late-season
varieties of agricultural lands were separat-
ed using the NDVI threshold of 0.32 for De-
cember 2020.

Having prepared the DT model for the whole
study area, the confusion matrix and rele-
vant accuracy assessment indices evaluat-
ed its performance. Besides employing the
OBIA at the second phase of this study, the
best classifier from PBIA techniques, i.e., ML
was also trained and then tested to compare
its LULC map with ones derived from OBIA.
Figure 6 illustrates the LULC maps produced
by OBIA and PBIA approaches.

The accuracy indices demonstrated the
overall accuracy (0OA) and Kappa coefficient
equal to (96%, 92%) and (77%, 70%) for
OBIA and PBIA, respectively. In the OBIA ap-
proach, it is worth mentioning that the high-
est values of producer’s accuracy (PA=95%)
and user’s accuracy (UA=98%) belong to the
barren land class. The producer’s and user’s
accuracy for agricultural lands are 70% and
88.4%, respectively. This means that 70% of
the agricultural lands are correctly detected,
and 88.4% of the regions that were classi-
fied as agricultural lands are actually inside
this class. For this class of LULC, the PA and
UA values in the PBIA approach were 87.6%
and 57%, respectively. Comparisons of the
accuracy indices also indicated that the PBIA
was less accurate than OBIA for detecting
the rangeland classes.

Discussion

At the first phase of this study, the LULC maps
for September of 2020 were produced using
supervised PBIA classifiers like MD, ML, NN,
and SVM and the unsupervised technique of
ISODATA. In this regard, five orchard class-
es, agriculture, waterbody, rock, and barren
lands, were chosen. Regarding the diversity of
crops and variability of their vegetation den-
sity, the agricultural lands had the least values
of producer’s and user’s accuracy, equaling an
average of 73% and 52% for all classifiers, re-
spectively. The results of the first phase also
indicated that the NN slightly outperformed
the SVM and ML classifiers. However, for
both accuracy and execution time, the ML is
known as the best PBIA classifier and was
recommended for the second phase.

The LULC maps were produced using both
PBIA (ML classifier) and OBIA approaches
in the second phase. In this regard, 1m reso-
lution Worldview-2 imagery was utilized to
create the segmented objects more precise-
ly. These objects were later combined with
medium-resolution of NDVI (generated from
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Figure 5) Schematic of the designed DT for the 9 scene of the Jiroft area.
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Figure 6) LULC map produced by two approaches of OBIA (a) and PBIA (b).

Landsat-8 images) to discover the necessary  Since the water body class was not consid-
thresholds of the DT technique. erable in extent and not separable in NDVI



values, this class was eliminated during the
second phase. Moreover, conducting the field
surveys and monitoring the spectral-tem-
poral behavior of the 7-month time series
of NDVI proved that the rangelands covered
many mountainous areas and rocky lands.
Therefore the orchard, agriculture, barren
land, and rangeland were chosen as the main
classes of this phase. Based on the confusion
matrix resulting from the second phase, the
OBIA significantly outperformed the PBIA ap-
proach by an overall accuracy of 96% and the
Kappa coefficient of 92%. Similar to the first
phase, the agricultural areas detected by the
OBIA approach have the least values of accu-
racy indices while compared to other classes.
The superiority of OBIA may be attributed
to several reasons. Other phenomena like
shape, color, and scale are involved in the
OBIA approach, apart from spectral prop-
erties. The application of high-resolution
images inside the hybrid method could also
enhance the accuracy of the OBIA approach
in our case study.

Conclusion

Accurate and up-to-date LULC maps are es-
sential for yield forecasting and agricultural
planning. This issue becomes more critical
for regions like Jiroft, which are dominated
by massive diversity of crops, palm dates,
citrus, and rangelands. Moreover, classify-
ing satellite images to extract accurate and
reliable LULC information is still challeng-
ing because of image type, landscape com-
plexity, and image classification techniques.
The outcomes showed that to both accuracy
indices and execution time, the ML outper-
formed the other PBIA classifiers. The MD
was known to be the worst classifier in our
case study. By applying the hybrid approach
in the second phase, we were able to take ad-
vantage of the high-resolution images (Worl-
dview-2) in the segmentation procedure and
combined them with medium-resolution im-

ages of NDVI, derived from Landsat-8 image,
for LULC classification. Regarding the diver-
sity of crops, variability of their vegetation
density, changeable crop calendar in the Ji-
roft region, the agricultural land class had
the least accuracy in both PBIA, and OBIA
approaches.
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