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Aims: This study aimed to propose an effective model for estimating soil moisture by 
integrating the optical trapezoid method with a deep learning Long Short-Term Memory 
(LSTM) model. The performance of the proposed model was compared with two other 
methods, i.e., Partial Least Squares (PLS) regression and Group Method of Data Handling 
(GMDH) multivariate neural network. 
Materials & Methods: This study combined the optical trapezoid method with deep 
learning models to propose an effective model for soil moisture estimation in the Maragheh 
watershed. A total of 499 in-situ soil moisture data were collected. Relative moisture content 
was calculated using the optical trapezoid method and imported into the LSTM model, along 
with other inputs such as spectral indices and DEM-based derived variables. The performance 
of the mentioned models was assessed both with and without the optical trapezoid method 
to evaluate its efficacy on the performance of AI models. 
Findings: The results demonstrate that the combined model of deep learning LSTM and the 
optical trapezoid method achieves satisfactory performance, with an R2 of 0.95 and a RMSE 
of 1.7%. The PLS and GMDH methods performed moderately, both without the involvement 
of the optical trapezoid method and in the combined mode. 
Conclusion: This study shows that the optical trapezoid method can improve the 
performance of deep-learning models in estimating soil moisture. However, considering the 
significant difference in computational costs among these models, choosing the appropriate 
model depends on the user’s objectives and desired level of accuracy and precision. 
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Introduction
Soil moisture is a critical variable in hydro-
logical and climatic models, playing a signif-
icant role in drought studies [1]. Measuring, 
modeling, and monitoring spatiotemporal 
variations in soil moisture are of utmost im-
portance for scientific and practical studies 
[2]. Accurate determination of the influential 
factors on soil moisture's spatial and tem-
poral distribution is crucial. Monitoring the 
spatiotemporal distribution of soil mois-
ture is an effective measure in water and 
soil management [3], necessitating the gen-
eration of high-quality soil moisture maps 
with precision and accuracy to enhance un-
derstanding of regional water and climate 
conditions [4]. Soil moisture content exhib-
its substantial variability across different 
times and locations [5]. Various methods are 
employed for soil moisture measurement, 
including direct and indirect approaches. 
Field observations offer high-quality soil 
moisture mapping in small areas; however, 
their large-scale implementation is costly 
and time-consuming due to limited weath-
er stations, particularly in mountainous 
and inaccessible regions [6,7,8].
The triangle or trapezoidal method is widely 
used as an indirect soil moisture modeling 
and estimation approach. This method relies 
on the relationship between vegetation cov-
er index and land surface temperature [9,10]. 
Numerous studies have demonstrated the 
high capability of the trapezoidal method in 
estimating soil moisture [11]. However, a sig-
nificant challenge arises when this method is 
applied to satellite sensors lacking a thermal 
band, such as Sentinel, as they cannot cal-
culate land surface temperature. To address 
this issue, Sadeghi et al. [11] proposed the op-
tical trapezoidal method, which utilizes the 
shortwave infrared band as a substitute for 
land surface temperature in calculating rel-
ative soil saturation. Mathematical models 
also have a high application in simulating 

soil moisture [12]. Artificial intelligence mod-
els are highly capable of establishing the re-
lationship between independent and depen-
dent variables. Researchers have reported 
that Machine learning models perform well 
in predicting and mapping soil properties. 
Sedaghat et al. [13] and Norozi Aghdam et 
al. [14] studied the relationship between soil 
moisture field measurements and variables 
such as weather data, delayed NDVI, and 
MODIS satellite imagery. These researches 
showed a good correlation between sur-
face soil moisture and 15-day delayed NDVI 
during the growing season. Norozi Aghdam 
et al., [15] used Landsat 8 and Sentinel-1 
satellite data to calculate various regres-
sion relationships between indicators and 
ground points. After comparing the results, 
they introduced two multivariate regression 
models for estimating soil moisture, which 
showed satisfactory performance. Bagheri 
et al. [16] presented an algorithm for estimat-
ing surface soil moisture using Sentinel-2 
images. This study investigated the relation-
ship between soil spectral indices and sur-
face soil moisture using machine learning 
techniques. The estimation of volumetric 
soil moisture using the random forest meth-
od had higher accuracy than the regression 
method. It was shown that spectral indices 
are good predictors for soil moisture estima-
tion. Sadeghi et al. [11] proposed a new optical 
triangle model to overcome the inherent lim-
itations of triangle-based models, consider-
ing the absence of thermal bands in images 
such as Sentinel. It operates based on the lin-
ear physical relationship between soil mois-
ture and reflectance in the shortwave infra-
red wavelength. They estimated surface soil 
moisture using this Walnut Gulch and Little 
Washita watersheds model and compared 
it with observed data. The results indicated 
the satisfactory performance of this model 
in estimating surface soil moisture. Foroughi 
et al. [9] proposed a novel method for esti-
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mating soil moisture based on a new defini-
tion of soil moisture isopleths. The proposed 
model was compared with several common 
models using LANDSAT-8 satellite images in 
sugarcane fields in Khuzestan province. For 
validation, soil moisture was measured at 
22 points and 5 depths. The results showed 
that the proposed model had better agree-
ment with field observations and improved 
accuracy and precision. In Sedaghat et al. [12] 
investigation, soil surface moisture was esti-
mated using soil variables and spectral indi-
ces derived from the Sentinel-2 satellite sen-
sor. Two distinct methods were employed to 
ascertain their performance, namely Artifi-
cial Neural Network (ANN) and Support Vec-
tor Machine (SVM) regression. The findings 
indicated that ANN outperformed SVM in 
terms of accuracy. Moreover, the soil's color 
index (CI) demonstrated superior efficacy 
compared to other spectral indices when em-
ployed in conjunction with the ANN method 
for estimating soil moisture. Shokri et al. [10] 
investigated various models derived from 
combining remote sensing variables and soil 
physical properties to estimate soil mois-
ture in agricultural fields and industrial ar-
eas in Amir Kabir, Khuzestan. The outcomes 
revealed that integrating these variables 
substantially enhanced the accuracy of soil 
moisture estimation. Furthermore, the pro-
posed models facilitated the estimation of 
spatial and temporal variations in soil mois-
ture. Zeyliger et al. [17] measured surface soil 
moisture near Vodnyy village in the Volgard 
region of Russia and estimated soil surface 
moisture using Sentinel-1 data. Their find-
ings highlighted the potential of artificial in-
telligence methods and Sentinel-1 imagery 
in soil moisture estimation.While several 
studies have explored soil moisture model-
ing using remote sensing and artificial intel-
ligence methods, few have focused on com-
bining deep learning techniques with optical 
sensors. To address this gap, this study aims 

to use the ability of optical trapezoid and 
deep learning LSTM models synergically in 
soil moisture modeling in the Maragheh Wa-
tershed. The performance of the combined 
model was also compared with those of the 
PLS and GMDH models. Considering the dif-
ferences in computational costs among these 
methods, evaluating their performance can 
provide valuable insights for soil moisture 
studies using remote sensing and modeling 
techniques.

Materials & Methods
Study Area 
This research was conducted in the Mara-
gheh watershed in the East Azerbaijan prov-
ince. The watershed covers an area of 1,100 
square kilometers and encompasses the ma-
jor cities of Maragheh and Bonab. Its highest 
elevation is 3,696 m, while the lowest point 
measures 1,480 m. The average minimum 
annual temperature is 7.82 degrees Celsius, 
and the maximum reaches 18.53 degrees 
Celsius. The region receives an annual pre-
cipitation of 340mm. Figure (1) visually 
represents the study area's location within 
the country and the province. Various land 
uses/covers, such as agriculture, rangeland, 
and barren lands, are present in the area. 
Data Collection
In order to synchronize the collection of 
in-situ soil moisture data with satellite pass-
es, a portable TDR (Time Domain Reflec-
tometry) device was used to gather data at 
499 specific points with 8cm depth. The soil 
type is predominantly clay loam. Due to lo-
gistical constraints, it was only feasible to 
collect some 499 data samples in a single 
day. Therefore, the data collection process 
was spread over four days, coinciding with 
the imaging schedule of Sentinel 2 sensors. 
This approach ensured that the in-situ mea-
surements aligned with the satellite obser-
vations, enabling accurate comparisons and 
analysis of soil moisture levels. After collect-
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Figure 1) Study area, a) Iran map, b) East Azarbayjan, c) in-situ SM sampling locations, d) satellite map of the 
study area.
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ing in-situ data, the collected data for each 
day were overlaid onto the corresponding 
database explicitly provided for that particu-
lar day. An imaginary square with an area of 
100 square meters was used to record 5 SM 
values for each sample. Out of these 5 values, 
4 were taken from the corners of the square, 
while the remaining one was obtained from 
the center, and the average of these 5 points 
was considered as the SM value for that sam-
ple. Sentinel data were collected on four dif-
ferent dates: June 12, 2021; June 17, 2021; 
June 22, 2021; June 27, 2021; and July 7, 
2021. These dates aligned with the collec-
tion of in-situ data samples.
Research Methodology 
This study utilized Sentinel-2 satellite imag-
es obtained from the Copernicus database 
to model soil moisture. The images were 
downloaded on specific sampling dates and 
underwent necessary preprocessing. During 
this stage, the NDVI and NDWI indices were 
calculated from the images, along with the 
TWI, slope, and aspect layers derived from 
a digital elevation model with a spatial res-
olution of 10 meters. The optical trapezoid 
method and artificial intelligence models 
were employed to estimate soil moisture. 
Initially, the STR index was computed based 
on the NDVI index and the SWIR band, which 
had been converted to reflectance during 
preprocessing (Equation 1). STR stands for 
shortwave infrared transformed reflectance. 
It refers to the reflectance values of an ob-
ject or surface that have been transformed 
or processed using the Shortwave Infrared 
(SWIR) spectrum of light. Based on the linear 
relationship between soil moisture content 
and vegetation, the STR-NDVI space formed 
a trapezoid shape (Figure 2). By plotting dry 
and wet edge lines using Equations 2 and 3, 
the relative saturation of the soil was deter-
mined using Equation 4.
where and  represent the intercept and slope 
of the dry edge,  and  represent the wet edge 

intercept and slope, and W represents the 
relative saturation of the soil. Finally, all the 
created layers were stacked together to form 
an initial database, including the multi-spec-
tral bands of Sentinel-2 and other input vari-
ables.

Figure 1 (c) displays the spatial distribution 
of the sampling points. Despite facing chal-
lenges such as difficult access and limited 
availability, particularly in the upstream re-
gions, diligent efforts were made to ensure 
an appropriate distribution of sample collec-
tion sites. Subsequently, the point vector lay-
er representing the sampling points for each 
day was superimposed onto the Sentinel-2 
satellite images captured on the same day. 
The digital number (DN) values, derived in-
dex values, and relative moisture content of 
these locations were extracted from the da-
tabase above. These extracted datasets were 
then compiled and utilized as input data 
for the models, while the soil moisture data 
served as the output variable. Subsequently, 
the data from remotely sensed layers were 
extracted for every ground sampling point, 
and a final database was prepared contain-
ing the input variables along with the corre-
sponding observed soil moisture for the 499 
points.
The study involved three models for soil 
moisture estimation. The available data 
were divided into training and testing sets, 
with a 70/30 ratio. The same data was used 
for all models. The training data was used to 
calibrate the models and optimize their pa-
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rameters, while the testing data was used to 
evaluate their performance. Statistical mea-
sures such as RMSE, R2, and NRMSE were 
used to assess the accuracy of the soil mois-
ture estimation. Since the testing data was 
not used in the training process, it provided 
a suitable basis for comparing the models' 
performance. Therefore, only the results 
from the testing phase were reported and 
used for comparison purposes. To evaluate 
the efficacy of using the trapezoidal method 
with AI models in estimating soil moisture, 
two scenarios were compared: one includ-
ing the relative soil saturation obtained 
from the trapezoidal method as an input 
variable and another without this inclu-
sion. The research employed three meth-
ods, namely PLS regression, GMDH, and 
LSTM deep learning model, to model and 
map soil moisture. Partial Least Squares re-
gression is a widely used data-driven mod-
el and statistical technique for investigating 
relationships between variables. It estab-
lishes a relationship between a dependent 
variable and one or more independent 
variables, generating a fitting function and 
corresponding equation for analysis. Par-

tial Least Squares regression is particularly 
effective in handling multicollinearity is-
sues. This method applies the least squares 
solution to a set of orthogonal components, 
which are iterative linear combinations of 
the independent variables. The iterations 
aim to maximize the covariance between 
the transformed independent variables and 
the dependent variables [18, 19].

Another method used in this study is the 
GMDH model, an artificial neural network 
that incorporates self-organizing principles 
inspired by the human mind. This model ex-
cels in addressing complex problems with 
multiple dimensions [20]. When construct-
ing complex models for intricate regression 
systems, the GMDH algorithm is a heuristic 
method that offers advantages over tradi-
tional modeling approaches [21, 22]. Following 
is the GMDH algorithm used for soil mois-
ture estimation: 
1-	 The GMDH algorithm is initialized by 
setting the maximum number of layers and 
nodes per layer.
2-	 Layer formation begins with a single layer 
consisting of all input features. The output of 
each node in this layer is calculated using an 

Figure 2) Schematic illustration of the trapezoidal method [11].
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appropriate activation function.
3-	 The best-performing models from the 
previous layer are selected based on an eval-
uation criterion such as the least error or 
highest correlation coefficient. These mod-
els become candidates for the next layer.
4-	 Layer augmentation involves forming 
new layers by adding one additional node 
at a time to the previous layer's models. 
Each new node is created by combining the 
selected models from the previous layer in 
various ways, such as linear or polynomial 
combinations.
5-	 The error of each candidate model in the 
new layer is then calculated using a suitable 
error metric like Mean Squared Error.
6-	 Again, the best-performing models from 
the current layer are selected based on the 
error criteria. These models become candi-
dates for the next layer.
7-	 Steps 4 to 6 are repeated iteratively until 
the desired number of layers or predefined 
stopping criteria, such as a minimum im-
provement in error, is met.
This study employed LSTM, a powerful 
deep-learning technique, for modeling soil 
moisture. LSTM is a specific type of recur-
rent neural network (RNN) that connects 
its cell outputs and previous layers, allow-
ing information to flow back into itself. This 
recurrent loop enables the network to use 
previously obtained information for subse-
quent computations [23]. However, one chal-
lenge faced by RNNs is their limited abili-
ty to capture long-term dependencies. To 
overcome this limitation, LSTM was intro-
duced by Hochreiter and Schmidhuber in 
1997 [24]. LSTM solves the problem of van-
ishing or exploding gradients often encoun-
tered with RNNs by regulating the hidden 
state of the LSTM through input and output 
gates [25]. In this approach, new data can be 
added to the cell state through the input, 
while the output gate controls the output 
data of the cell, and the temporary storage 

manages the information stored within the 
cell state [26].
Following is the algorithm of LSTM used in 
this study to estimate soil moisture. 
1-	 Initialization: the LSTM parameters in-
cluding input weights, forget weights, out-
put weights, and cell state weights. Initialize 
bias terms for the input gate, forget gate, 
output gate, and cell state were Initialized.
2-	  Input Processing: For each time step t and 
input sequence of soil moisture values, the in-
put was passed through the LSTM network.
3-	 LSTM Cell Operations: 
1.a. The input gate activation was calculated 
by applying a sigmoid function to the sum of 
the weighted inputs, biases, and soil mois-
ture values. 
2.b. The forget gate activation was calculated 
by applying a sigmoid function to the sum of 
the weighted inputs, biases, and soil mois-
ture values. 
3.c. The output gate activation was calculat-
ed by applying a sigmoid function to the sum 
of the weighted inputs, biases, and soil mois-
ture values. 
4.d. Candidate cell state was calculated by 
applying a hyperbolic tangent function to 
the sum of the weighted inputs, biases, and 
soil moisture values.
4-	Update Cell State: The cell state was up-
dated by multiplying the forget gate activa-
tion with the previous cell state and adding 
the product of the input gate activation and 
the candidate cell state.
5-	Hidden State Calculation: The hidden 
state was calculated by applying a hyperbol-
ic tangent function to the updated cell state 
multiplied by the output gate activation.
6-	 Output: The final hidden state was consid-
ered for estimating the soil moisture for the 
next time step or as input for subsequent layers.
7-	Backpropagation: The error was back-
propagated through time by computing the 
gradients of the loss concerning the param-
eters, and they were updated using an opti-
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mization algorithm like gradient descent or 
Adam.
8-	Training Loop: Steps 2-7 were repeated 
for multiple epochs until the model con-
verged, adjusting the weights and biases to 
minimize the difference between the pre-
dicted soil moisture values and the actual 
soil moisture measurements.
Evaluation of Model Performance 
Two sets of experiments were conducted 
to assess the effectiveness of combining 
the trapezoid model with AI models for soil 
moisture estimation. The first set involved 
running the models without incorporating 
the relative saturation of the soil obtained 
from the trapezoidal method, while the 
second set included this parameter. A com-
parison was made between the results ob-
tained from these two sets. Following the 
estimation of soil moisture values, statisti-
cal metrics such as Root Mean Square Error 
(RMSE), Normalized RMSE (NRMSE), and 
R-squared (R2) were employed to evaluate 
the performance of the models, as outlined 
in equations 5 to 7. NRMSE, similar to RMSE, 
provides a measure of the model's effective 
error. However, it normalizes this measure 
by considering the range of numbers used in 
the standardized model [27].

where e represents estimated, and o rep-
resents observed values.

Findings 
Figure 3 presents the results obtained from 
soil moisture modeling through three differ-
ent approaches, i.e., PLS, GMDH, and LSTM 
deep learning model. The results are based 

on test data analysis, comprising 30% of the 
overall dataset that was not utilized during 
the training phase. A closer examination of 
the figure reveals that the PLS neural net-
work model (part A of the graph) exhibit-
ed unsatisfactory performance in predict-
ing soil moisture. This is indicated by the 
NRMSR and RMSE coefficients, which were 
approximately 30% and 3.3%, respectively, 
suggesting the poor accuracy of this model. 
The simple structure of the PLS neural net-
work could not comprehend and uncover 
intricate relationships between the inde-
pendent and dependent variables. As can be 
observed in part III of section A in the graph, 
the predictions made by this model varied 
from an underestimation of over 6% to an 
overestimation of more than 9%.
Furthermore, it also needed to estimate 
extreme values (high soil moisture) accu-
rately. The scatter plot in this model indi-
cates a coefficient of determination of ap-
proximately 84%, which corresponds to 
a correlation of about 70%. The results in 
Section B of the figure demonstrate that the 
GMDH model outperformed the PLS mod-
el. This was evident from the lower NRMSR 
and RMSE coefficients, which were approx-
imately 25% and 2.8% respectively. Despite 
minor improvements, the error range re-
mained similar between the two models. It 
is worth noting that the GMDH model had 
a more complex structure and incurred 
higher computational costs than the PLS 
model. However, contrary to expectations, 
the GMDH model needed to exhibit supe-
riority over the PLS model in adequately 
identifying the relationships between vari-
ables in the soil moisture process. Howev-
er, section C of Figure 3 shows the results 
of the LSTM deep learning model without 
the intervention of the hysteresis method. 
These results indicate better performance 
of this model compared to the previous two 
models. The NRMSR and RMSE coefficients 
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Figure 3) The results of soil moisture modeling using A) PLS, B) GMDH, and C) LSTM.
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Figure 4) Trapezoidal space obtained from Sentinel-2 image.
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for this model were approximately 19% 
and 2.4%, respectively. This performance is 
suitable and acceptable for estimating soil 
moisture, although it still has considerable 
uncertainties. The error range of the model 
has also significantly decreased compared 
to the other two models, and except for lim-
ited cases, it fluctuates around zero with 
changes between -5 and +5. The coefficient 
of determination of 90% in this model also 
supports its relatively good performance. 
The PLS model required approximately 
1.5 hours for calibration, while the calibra-
tion process took approximately 10 hours 
for the GMDH model and 18 hours for the 
LSTM model. One possible reason for the 
significant difference in calibration times is 
the complexity of the models. PLS, a simpler 
model, requires less time to calibrate due 
to its reduced number of parameters and 
computations involved. On the other hand, 
both GMDH and LSTM models are more in-
tricate and involve training a more signifi-
cant number of parameters, which leads to 
a longer calibration time. The training algo-
rithms employed by each model can also im-
pact the calibration time. PLS typically uses 
simpler and faster optimization techniques, 
resulting in a quicker calibration. On the 
contrary, GMDH and LSTM models often re-
quire more computationally intensive and 
time-consuming training algorithms, lead-
ing to longer calibration times. Overall, the 
calibration time variation can be attribut-
ed to the complexity of the models and the 
training algorithms utilized, with simpler 
models and faster optimization techniques 
resulting in shorter calibration times.
Figure 4 represents a trapezoidal space with 
dry and wet edges obtained through the 
trapezoidal method. The relative saturation 
level was calculated after plotting this trape-
zoidal space and calculating the equations of 
the dry and wet edges. This value was then 
added as a new layer to the existing data-

base and included as a new variable in the 
models. In the next step, the desired models 
were executed by considering the new vari-
able as input alongside other variables used 
in the previous stage, and soil moisture val-
ues were estimated.
Figure 5 illustrates the results of soil mois-
ture modeling using three methods, i.e., 
PLS, GMDH, and LSTM deep learning mod-
el, in conjunction with the optical trapezoid 
method for test data (30% of the data not 
used in the training phase). As observed 
in this figure, the performance of the PLS 
model did not significantly improve. The 
values of RMSE and NRMSR coefficients 
have changed from approximately 3.3% 
and 30% to 3.1% and 27.9%, respectively, 
which is not a considerable improvement. 
However, it should be noted that the range 
of error value variations has decreased 
to some extent. In this combined model, 
the error values range between -4 and +4, 
while in the simple model, they range from 
-9 to +6. The performance of the GMDH 
model has also improved to some extent. 
The NRMSR and RMSE coefficients have de-
creased from approximately 25% and 2.8% 
to around 21% and 2.4%, respectively. Al-
though this improvement is more signifi-
cant than the PLS method, it still needs to 
be significant. Nevertheless, the coefficient 
of determination (R-squared) has increased 
from 0.88 in the absence of the trapezoidal 
method to 0.92 in the combined approach. 
Part C of Figure 5 shows the results of soil 
moisture modeling using the combined op-
tical trapezoid-deep learning method. The 
values of NRMSR and RMSE coefficients 
have decreased from 19% and 2.4% in 
the absence of the trapezoidal method to 
15.4% and 1.7% in the combined approach, 
respectively. The range of error values is 
between -4 and +4, and most error values 
are centered around zero. The coefficient of 
determination has also reached a satisfac-
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Figure 5) The results of soil moisture modeling by combining the optical trapezoidal method with A) PLS, B) 
GMDH, and C) LSTM.
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tory value of 0.95. 
Figure 6 depicts soil moisture maps gener-
ated by PLS, GMDH, and LSTM models with 
10m spatial resolution. Notably, the soil 
moisture map produced by the PLS meth-
od must exhibit better capability. It demon-
strates abrupt changes from high to low soil 
moisture values and vice versa, particularly 
in areas with vegetation cover like agricul-
tural lands. These sudden fluctuations do 
not align logically with the impact of land 
use on soil moisture or the variations ex-
pected based on land use/land cover. Essen-
tially, this method partitions the region into 
two distinct sections characterized by high 
and low moisture levels. Although the GMDH 
method also displays some degree of this 
partitioning effect, it is less pronounced than 
the PLS-generated map. The soil moisture 
values obtained through the GMDH method 
demonstrate better consistency with the re-
gional logic. On the other hand, the soil mois-
ture map derived from the LSTM method ap-
pears much more reasonable. In conclusion, 
considering both computational costs and 
the quality of soil moisture mapping, the 
LSTM method emerges as a superior choice, 
producing more logical and accurate results 
compared to PLS and GMDH.
Figure 7 illustrates the SMAP 9km and 
downscaled 1km products in the region. 
It is evident from this figure that the 9km 
product has a very low spatial resolution, 
particularly when used in small catchments 
and for assessing the high spatial variability 
of soil moisture. The SMAP measurements 
provide an average value for each cell, which 
may not adequately capture the fine-scale 
variability within that area. Consequently, 
this limitation can hinder the applicability 
of SMAP data for local-scale applications. In 
contrast, the maps generated using the pro-
posed method, particularly those created by 
the LSTM model, effectively capture the in-
fluence of different land use/covers on the 

spatial pattern of soil moisture. The 9km 
SMAP product fails to achieve this due to its 
low spatial resolution. There are several oth-
er limitations related to SMAP products. In 
areas with dense vegetation, such as forests 
or dense crops, the SMAP instrument's sig-
nal can be heavily attenuated or distorted, 
which impacts the accuracy of soil moisture 
estimates in vegetated regions. Additionally, 
surface roughness resulting from topogra-
phy or human activities can also affect the 
accuracy of SMAP soil moisture measure-
ments. Irregular surfaces can scatter and re-
flect the SMAP signal in complex ways, lead-
ing to errors in the soil moisture retrieval 
process. On the other hand, the 1km product 
contains several "No Data" areas, particular-
ly near water bodies. A large portion of the 
area (part B of the figure) needs more data 
because it is adjacent to Urmia Lake. These 
limitations greatly restrict the usability of 
these products, particularly in local applica-
tions. This emphasizes the necessity of de-
veloping models that can estimate soil mois-
ture based on high-resolution satellite data.
Table 1 presents the final validation out-
comes obtained from 50 additional soil 
moisture samples, affirming the previous 
findings. The results demonstrate the LSTM 
deep learning model's superior performance 
compared to the other two models. Conse-
quently, the GMDH model is the second-most 
favorable alternative based on prioritization 
criteria. 

Table 1) The results of the final validation of the pro-
duced maps

ModelR2RMSE (%)NRMSE (%)
PLS0.764.0223.70

GMDH0.843.1818.74
LSTM0.892.6015.21

Discussion
The poor performance observed might be 
attributed to the limitations of the Partial 
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Figure 6) Soil moisture map obtained from A) PLS model, B) GMDH model, and C) LSTM model.
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Least Squares (PLS) model. PLS is susceptible 
to the influence of outliers within the data-
set, which could distort the results due to 
their strong impact on the model. Addition-
ally, PLS encounters challenges when dealing 
with highly correlated predictor variables, a 
condition known as multicollinearity. In such 
instances, accurately determining the indi-
vidual effects of these predictors becomes 
difficult for PLS, resulting in less dependable 
parameter estimates. Furthermore, if the 
number of predictors is comparatively large 
compared to the sample size, PLS may be 
prone to overfitting. Overfitting occurs when 
the model captures random fluctuations or 
noise in the data instead of true underlying 
patterns.
By incorporating relative saturation from 
the optical trapezoid method as an input, 
the LSTM model provided more relevant in-
formation about the soil moisture dynamics. 

This additional feature may have contained 
valuable insights or patterns not captured 
by the other inputs alone. Including relative 
saturation can also enrich the feature rep-
resentation of the LSTM model. The optical 
trapezoid method captures the relationship 
between reflectance and soil moisture, which 
may introduce novel patterns or correlations 
that were previously missing. This can lead to 
better model performance and improved ac-
curacy in estimating soil moisture. The optical 
trapezoid method might provide spatial con-
text information that complements the other 
inputs used in the LSTM model. Soil moisture 
levels can exhibit spatial variability, and in-
corporating a method that accounts for this 
variability can improve the model's ability to 
capture localized patterns and variations in 
soil moisture content. The optical trapezoid 
method may help reduce uncertainty in soil 
moisture estimation. By providing an addi-

Figure 7) SMAP Products A) 9km product, B) 1km product.
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tional source of information, the model can 
make more informed predictions, reducing 
potential errors and improving the overall 
accuracy of the soil moisture estimates.
The study results show that incorporating 
the Optical Trapezoid data has improved 
the performance measures (R2, RMSE, and 
NRMSE) for all three models (PLS, GMDH, 
and LSTM). The PLS model, including Optical 
Trapezoid, increased R2 from 0.84 to 0.89, in-
dicating a better fit of the model to the data. 
Similarly, the RMSE decreased from 3.29 to 
3.1, suggesting a reduction in the average 
prediction error. The NRMSE also decreased 
from 29.68 to 27.96, indicating a better-nor-
malized model performance. For the GMDH 
model, there were also improvements when 
incorporating Optical Trapezoid. The R2 in-
creased from 0.88 to 0.92, indicating a bet-
ter fit of the model. The RMSE decreased 
from 2.8 to 2.41, indicating a smaller aver-
age prediction error. The NRMSE decreased 
from 25.32 to 21.75, suggesting a better 
normalized performance. The LSTM model 
also showed enhancements with the inclu-
sion of Optical Trapezoid. The R2 increased 
from 0.90 to 0.95, indicating a better fit. The 
RMSE decreased from 2.46 to 1.7, suggest-
ing a lower average prediction error. The 
NRMSE decreased from 19.01 to 15.44, in-
dicating an improved normalized perfor-
mance. Overall, including Optical Trapezoid 
data has consistently improved the perfor-
mance of all three models in estimating soil 
moisture. These improvements can be seen 
in the increase in R2, decrease in RMSE, and 
decrease in NRMSE when comparing the 
models without and with Optical Trapezoid 
data. The percentage changes in the perfor-
mance measures can be calculated to calcu-
late the relative enhancements. For PLS, the 
relative enhancements can be calculated as 
follows: 
Relative Enhancement of R2 = 
(0.89 - 0.84)/0.84 * 100 = 5.95% 

Relative Enhancement of RMSE = 
(3.29 - 3.1)/3.29 * 100 = 5.78% 
Relative Enhancement of NRMSE = 
(29.68 - 27.96)/29.68 * 100 = 5.79% 
Similarly, the relative enhancements for 
GMDH and LSTM models can be calculated 
as follows: 
For GMDH: 
Relative Enhancement of R2 = 
(0.92 - 0.88)/0.88 * 100 = 4.55% 
Relative Enhancement of RMSE = 
(2.8 - 2.41)/2.8 * 100 = 13.93% 
Relative Enhancement of NRMSE = 
(25.32 - 21.75)/25.32 * 100 = 14.12% 
For LSTM: 
Relative Enhancement of R2 = 
(0.95 - 0.90)/0.90 * 100 = 5.56% 
Relative Enhancement of RMSE = 
(2.46 - 1.7)/2.46 * 100 = 31.01% 
Relative Enhancement of NRMSE = 
(19.01 - 15.44)/19.01 * 100 = 18.77% 
These values represent the percentage im-
provements achieved by incorporating Op-
tical Trapezoid data for each model. These 
results make the enhancements achieved 
by including Optical Trapezoid data worth-
while. The models consistently showed im-
provements in their performance, with the 
largest enhancement seen in the LSTM mod-
el for RMSE. Incorporating Optical Trape-
zoid data is beneficial for improving these 
models' accuracy and predictive capabilities.
Another crucial aspect to consider is the dis-
parity in computational cost between differ-
ent models. Simpler techniques like Partial 
Least Squares (PLS) entail significantly low-
er computational requirements than com-
plex methods such as deep learning models. 
Thus, users should select an appropriate 
model based on their desired objective, ex-
pected accuracy, and precision. Different 
models require varying amounts of time to 
train on a given dataset. Simpler techniques 
like PLS typically have faster training times 
since they involve solving relatively straight-
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forward mathematical equations. On the 
other hand, complex models like deep learn-
ing architectures often involve training large 
neural networks with numerous parameters, 
which can be computationally intensive and 
time-consuming. The memory requirements 
of a model depend on the size and complex-
ity of the model architecture and the size of 
the input data. Deep learning models, espe-
cially those with many layers and parame-
ters, tend to have higher memory require-
ments compared to simpler models. This is 
because they must store intermediate values 
and gradients during training. Once trained, 
a model must make predictions or infer-
ences on new, unseen data. The time taken 
by a model to perform these predictions is 
known as inference time. Complex models, 
such as deep learning models, require more 
computational resources and take longer for 
inference than simpler models. The compu-
tational cost of a model can also be influ-
enced by the hardware infrastructure avail-
able. Some models, especially deep learning 
models, can use specialized hardware ac-
celerators like GPUs (Graphics Processing 
Units) or TPUs (Tensor Processing Units) 
to speed up the computations. The follow-
ing inferences can be made by comparing 
the computational costs of the mentioned 
models. PLS is a relatively fast model to train 
since it involves solving linear equations. It 
typically has lower computational require-
ments compared to more complex models 
like GMDH and LSTM. It does not have high 
memory requirements as it primarily deals 
with matrix operations and does not involve 
storing large amounts of parameters or in-
termediate values. Once trained, PLS pre-
dictions are generally fast since they involve 
simple matrix multiplications. Inference 
with PLS is often efficient. GMDH can have 
moderate to high training times depending 
on the model architecture's complexity and 
the dataset's size. GMDH involves iteratively 

adding and removing layers/nodes, which 
increases computation. It has higher mem-
ory requirements than PLS, especially if 
the model architecture is significant or the 
dataset is substantial. It needs to store inter-
mediate values and coefficients during the 
training process. Inference time with GMDH 
can vary depending on the complexity of the 
model. If the model architecture is relatively 
shallow, inference times can be reasonable. 
However, deeper architectures may result 
in longer inference times. LSTM models are 
computationally expensive to train, espe-
cially when working with large datasets or 
complex architectures. LSTM involves itera-
tive forward and backward passes through 
the recurrent neural network, which can be 
time-consuming. This model typically has 
higher memory requirements compared to 
PLS and GMDH due to the large number of 
parameters, recurrent connections, and the 
need to store hidden states and gradients 
during training. Inference with LSTM mod-
els can be relatively slow compared to PLS 
and GMDH. The sequential nature of LSTMs 
and the need to process input sequences 
step-by-step contribute to longer inference 
times.
Including a time series of Soil Moisture (SM) 
maps in this study can offer valuable insights 
into the region's temporal variability of soil 
moisture. The proposed methodology al-
lows us to generate a time series of SM data 
by extrapolating patterns and relationships 
observed from four days of in-situ soil mois-
ture data. Although the model was trained 
on specific dates, it can still provide esti-
mates of soil moisture for different SM states 
throughout the year. The model has learned 
the underlying relationships between input 
features (such as sentinel-2 imagery) and 
soil moisture. As long as the input features 
accurately represent soil moisture condi-
tions, the model should provide reasonable 
estimates throughout the year. However, it is 
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important to acknowledge potential limita-
tions and uncertainties when applying the 
model across different SM states. Factors 
like the availability and quality of sentinel-2 
imagery and the model's ability to capture 
the full range of soil moisture variability can 
influence its performance. External factors, 
such as changes in land cover or extreme 
weather events, may also impact the mod-
el's accuracy. Further validation and cali-
bration of the model using additional in-situ 
soil moisture data across a broader range of 
SM states and periods is recommended to 
address these concerns. Additionally, con-
tinuous soil moisture monitoring through 
ground-based or remote sensing techniques 
can enhance the accuracy and reliability of 
the estimated time series of SM data. One 
of the limitations is the need for distributed 
gages of soil moisture data, particularly in 
countries like Iran. Additionally, gathering 
in-situ soil moisture data is time-consum-
ing and labor-intensive. Manual collection 
of measurements at various points requires 
deploying and maintaining soil moisture 
sensors in the field, which can be demand-
ing, especially in larger areas or regions with 
limited accessibility. Therefore, developing 
models that can use limited data and pro-
vide reasonable estimates of soil moisture is 
valuable. However, exploring the impact of 
different temporal conditions on the mod-
els' performance in predicting soil moisture 
is recommended for future work. 

Conclusion
Based on research findings, the combination 
of the optical trapezoid method and deep 
learning models has demonstrated accept-
able performance in estimating soil mois-
ture levels. The relative moisture content 
derived from the optical trapezoid method 
is a highly suitable input for deep learning 
models, significantly enhancing their per-
formance. However, it is worth noting that 

this input has yet to substantially impact the 
performance of other models, particularly 
the partial least squares (PLS) model. This 
may be attributed to the inherent simplicity 
of the PLS model's structure, which limits its 
capability to improve beyond a certain ex-
tent. Therefore, incorporating auxiliary data 
has yet to lead to a significant enhancement 
in its performance. Combining the optical 
trapezoid method with the group method 
of data handling (GMDH) model yields av-
erage performance results. This approach 
may be suitable if the user does not require 
extremely high accuracy and precision and 
a relative estimation of soil moisture varia-
tions is sufficient. Notably, the GMDH model 
offers the advantage of lower computational 
cost compared to deep learning models. In 
contrast, the deep learning long short-term 
memory (LSTM) model, despite its higher 
computational cost and more extended cal-
ibration time requirements, has exhibited 
significantly superior accuracy and preci-
sion in estimating soil moisture compared to 
the other two models. This can be attributed 
to the complex and multi-layered structure 
inherent in deep learning methods, which al-
lows for comprehensive analysis and repre-
sentation of underlying patterns in the data. 
Additionally, the LSTM model's high feature 
extraction capability from raw input data 
contributes to its exceptional performance 
in estimating surface soil moisture.
In conclusion, combining the optical trape-
zoid method with deep-learning LSTM mod-
els presents promising outcomes for soil 
moisture estimation. It surpasses the other 
models in terms of accuracy and precision, 
albeit at the expense of increased computa-
tional costs and longer calibration time. Nev-
ertheless, the GMDH model remains a viable 
alternative when computational efficiency 
takes precedence over achieving high accu-
racy. The results follow those of Ahmadine�-
zhad Baghban and Moosavi [28], Zhou et al. [29], 
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Yinglan et al. [30], Achieng [31], and Joshi et al. 
[32], which proved the ability of deep learning 
in modeling natural processes like soil mois-
ture modeling.
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